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ABSTRACT

One of the objectives of the National Polar-orbiting Operational Environmental Satellite System (NPOESS) program is
to continue the long-term data set of total column ozone measurements from the Total Ozone Mapping Spectromenter
(TOMS) systems while providing the increased accuracy and precision required by the NPOESS Integrated Program
Office (IPO). In developing an Ozone Mapping and Profiler Suite (OMPS) sensor-algorithm system to meet the
NPOESS requirements, we systematically analyzed the performance of the TOMS system and determined that it
provided a strong starting point for the design of the OMPS system. In fact, our analysis showed that modern TOMS
systems meet the NPOESS accuracy requirements for retrievals below 475 Dobson Units (DU). However, the NPOESS
precision requirements are met only for retrievals below 225 DU. In order to meet the NPOESS accuracy and,
particularly, precision requirements for all total column ozone amounts, we identified areas where improvements in the
heritage design lead to the improved performance needed for the OMPS system. Simulations performed using the
OMPS system design confirm that the algorithm enhancements, coupled with improvements contained in the OMPS
sensor, provide performance that meets the NPOESS IPO requirements.

Keywords: NPOESS, OMPS, Ozone, Retrieval, Algorithm
1. INTRODUCTION

The over twenty-year (1978 — present) data set of measurements obtained by the various TOMS sensors (Nimbus-7,
Meteor-3, ADEOS, and Earth Probe) forms the cornerstone of any satellite-based study of long-term ozone trends.
Since the TOMS system onboard the Earth Probe satellite is the last of the series scheduled to fly, a new generation of
total ozone mapping sensors is being developed to extend the long-term data set into the future. The Ozone Monitoring
Instrument (OMI) is a sensor built by the Netherlands that is scheduled to be launched on NASA’s EOS-Aura platform
in 2004, while a series of OMPS sensors will be flown onboard the NPOESS platforms starting in 2008. These sensor-
algorithm systems are designed to continue the measurement data set begun by Nimbus-7/TOMS, but with more
stringent accuracy and requirements than any of the total column ozone retrieval systems currently in orbit. In
particular, the OMPS system is required to meet an accuracy of 15 Dobson Units (DU), with a future objective of 5 DU,
and a precision of 3 DU + 0.5% of total ozone amount, with a future objective of 1 DU,

In order to design a system to meet the NPOESS-OMPS requirements, we systematically reviewed the heritage TOMS
sensor-algorithm system and developed error budgets for this system based on the NPOESS definitions of accuracy and
precision. We then used our analysis to point to areas where enhancements in system design would lead to
improvements that would bring the OMPS system to within the requirements required by the NPOESS program.

In this paper we first provide a brief review of the TOMS system and provide our error budget analysis for it. Next, we
describe OMPS sensor and algorithm design enhancements that improve overall system performance and provide an
OMPS error budget based on these enhancements. Finally, we provide results of simulations showing that the expected
performance of the OMPS sensor-algorithm system meets, and often exceeds, the NPOESS requirements.

" seftor@hoss.stx.com; phone 1301 794 5263; fax 1301 794 3165; http://itss.raytheon.com; Raytheon ITSS, 4500
Forbes Blvd., Lanham, MD, 20706




2. THE TOMS SENSOR-ALGORITHM SYSTEM
2.1 TOMS sensor

The TOMS sensors use a single monochromator and scanning mirror to sample the backscattered solar ultraviolet
radiation at six wavelengths. For Nimbus-7 and Meteor-3 TOMS, the six wavelengths selected for the sensor consisted
of two strongly ozone absorbing (312 and 317 nm), one weakly ozone absorbing (331 nm), and three ozone non-
absorbing (340, 360, and 380 nm). The six wavelengths selected for ADEOS and Earth Probe TOMS were changed to
include three strongly ozone absorbing (308, 312, and 317 nm), two weakly absorbing (322 and 331 nm), and one ozone
non-absorbing (360 nm).

Details on the TOMS sensors can be found in McPeters et al. {1996, 1998].

2.2 TOMS Version 7 algorithm

The TOMS Version 7 algorithm uses the ratio of measured radiance and solar flux, known as the normalized radiance
(NR). The retrieval of ozone is based on a comparison between the measured NR’s and NR’s derived by radiative

transfer calculations for different ozone amounts using the conditions of the measurement. The calculated NR’s are
based on a simplified Beer’s law model of the atmosphere that includes Rayleigh scattering and ozone absorption:

[=Fe~@) . Np=L_ -searm (1)
F
where
1 = Radiance
F = Solar Flux
{2 = Total column ozone amount
s = Path length = sec + secO (where 6, is the solar zenith angle and 0 is the satellite zenith angle)
a = Ozone absorption coefficient
B = Rayleigh scattering coefficient
p = Pressure

The N value can then be defined as
N=-100logjg NR=100(sfp+ saf2) = C1Q2+Cy )]

Due to the above linearity, the comparison of measured to calculated values are done through interpolation using tables
of N values. In practice, the algorithm compares the measured and calculated difference in N values for a pair of
wavelengths, one strongly ozone absorbing and one weakly ozone absorbing. The use of such wavelength pairs greatly
reduces wavelength-independent calibration effects.

Rather than deriving a total ozone value by interpolation of NR as a function of ozone, one can also reverse the process
and use the tables to obtain the NR’s that would be expected for a given column ozone and conditions of the
measurement. The logarithm of the ratio of the measured NR to this calculated NR (or the difference between measured
and calculated N values) is the residue.

The reflecting surface used to determine the calculated NR’s is assumed to consist of two components, a surface
component of lower reflectivity and a cloud component of higher reflectivity. By comparing the measured radiance at
an ozone-insensitive wavelength with that calculated for cloud and for ground reflection alone, an effective cloud
fraction can be determined and the contribution from each level can be derived:
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where

I, = the measured normalized radiance
I,;s = anormalized radiance calculated at the surface
L a normalized radiance calculated for a cloud

An initial ozone estimate is then derived using the effective cloud fraction and the difference between N values
measured by the 317 and 331 nm wavelengths. This estimate is used to calculate residues for a second pair of
wavelengths that are chosen to be those most sensitive to ozone at the optical path length, s{2, of the measurement.
Table 1 shows the wavelength pairs used for the different TOMS systems.

Table 1: Wavelength pairs used in TOMS Version 7 algorithm

9) Nimbus-7 TOMS Meteor-3 TOMS ADEOﬁOMS Earth Probe TOMS
sQ<1 312 -331 312 -331 312-331 312-331
1<sQ<3 317-1331 317 - 331 317 -331 317 - 331
sQ>3 331-340 331-340 322 -331 322-332

In the absence of other geophysical phenomena or calibration errors, the residues should be zero. Consequently, non-
zero values of the residues signify that either calibration errors or geophysical phenomena are not yet taken into account.
The TOMS Version 7 algorithm corrects for such errors by assuming that the residue dependence is linear with
wavelength, which adds a linear term to the Taylor series expansion about the initial ozone estimate:

Nm=NO+(Q—QO)%+a+b/1 @)

Since Equation 4 has three unknowns (a, b, and Q2), a wavelength triplet consisting of the chosen wavelength pair and the
reflectivity wavelength is needed to solve for the final total column ozone amount, Q.

3. TOMS ERROR BUDGET
3.1 TOMS accuracy

In determining an overall accuracy error budget corresponding to the original TOMS sensor-algorithm system on the
Nimbus-7 satellite, the individual error sources were broken down into sensor and algorithm components. In order to
obtain error estimates for each component we reviewed the latest published information concerning Nimbus-7/TOMS
retrievals. We also performed simulations in support of OMPS development. Table 2 provides a list of each error
component along with the references used to obtain the error estimate for that component.

3.2 TOMS precision
The overall precision error budget for the TOMS system was broken down in a similar fashion as the accuracy budget.
Since the NPOESS definition of precision is based on a global ensemble of, we also needed to define such an ensemble.

We based the ensemble on the following conditions:

1) Temperature variation is assumed to be the same for all ozone profiles;
2) Tropospheric aerosols are assumed to cover 10% of the Earth’s surface (see Herman et al. [1997]);



Table 2: Sources of accuracy errors, references, and values corresponding to the Nimbus-7. For the first part of the
table, the errors refer to the sensor, in the second the errors refer to the algorithm,

Source Based on Error | Ozone
error

Sensor
Wavelength independent albedo calibration Wellemeyer et al. [1996] 20% 0.3%
Wavelength dependent albedo calibration Jaross et al. [1998] 0.7% 49 DU
Long-term wavelength independent albedo calibration | Wellemeyer et al. [1996] 0.7% 0.7 DU
Long-term wavelength dependent albedo calibration Wellemeyer et al. [1996] 0.7% 0.10%
Linearity Analysis of TOMS data (see OMPS ATBD) 0.2% 1.4 DU
Wavelength calibration accuracy Wellemeyer et al. [1996] 0.07nm | 3.50%
On-orbit wavelength shift sensitivity Simulations with TOMS wavelength triplets | 0.002 nm | 0.10 %
Polarization sensitivity Jaross et al. [1995] 4.0 % 0.10%
Stray light (out-of-field) Analysis of TOMS data (see OMPS ATBD) 0.1% 0.01 %
Stray light (out-of-band}) N7/TOMS sensor requirement 0.5% 3.0DU
Algorithm
Rayleigh scattering coefficient Fleig et al. [1990] 0.3% 0.30 %
Ozone absorption coefficients Qu et al. [2000] 1.0% 1.00 %
Aerosol correction Torres et al. [1999] - 0.80 %
Ring effect correction Joiner et al. [1995] - 0.20 %
Cloud top pressure Wellemeyer et al. [2000] 100 mbar | 1.52 %
Pressure table interpolation Simulations using TOMS tables - 1.25%
Ozone profile shape Wellemeyer et al. [1997] - 1.00 %
Temperature McPeters et al. [1996] - 1.00 %
Multiple scattering Klenk et al. [1982] - 0.20 %

3) SNR and profile shape are based on the distribution of solar zenith angles for an orbit with a 09:30 local
equator crossing time; this time was chosen to represent the worst case scenario for an NPOESS orbit
4) Ozone amounts are based on a distribution determined from the 14.5 year Nimbus-7/TOMS data set and

shown in Figure 1a; and

5) Cloud top pressure and tropospheric pressure are based on a cloud fraction distribution determined from

the Nimbus-7 TOMS data set and shown in Figure 1b.
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Figure 1a: The global distribution of total column
ozone amount from the 14.5 year Nimbus-7 TOMS
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from one year (1979) of Nimbus-7 TOMS data.
Different years show similar distributions.



The terms, error estimates for each term, and the references used to obtain the error estimate for that component are
presented in Table 3.

Table 3: Sources of precision errors, references, and values corresponding to the Nimbus-7 TOMS system

Source Based On Error for different SZA
regions

<60° 60-70° >70°
Radiance SNR McPeters et al [1996] 0.3% 0.3% 0.3%
Solar calibration Jaross et al. [1998] 0.2% 0.25% 0.33%
Temperature dependence | McPeters et al [1996] / simulations for OMPS 1.0% 1.0% 1.0%
Cloud top pressure Wellemeyer et al. {1997] / simulations for OMPS 1.5% 1.5% 1.5%
Ozone profile shape Wellemeyer et al. [1997] 0.1% 0.1% 1.0%
Aerosol correction Torres et al. [1999] 0.5% 0.5% 0.5%
Tropospheric ozone TOMS User's Guide [1998] / simulations for OMPS 1.5% 1.5% 1.5%

A plot of the accuracy error budget values as a function of ozone amount is shown in Figure 2a. The algorithm errors
are plotted separately from the total Nimbus-7 system errors. Also plotted is the total error budget for a more recent
TOMS system being flown on the Earth Probe satellite. Since the algorithm and sensor are the same for both
instruments, the large difference in total error between the two systems reflects differences in calibration. In particular,
the pre-launch wavelength calibration of Earth Probe TOMS was much more accurate (with an uncertainty of 0.01 nm
instead of 0.07 nm), which leads to the major portion of the difference between the two systems. Figure 2a shows that,
for current TOMS systems like the one being flown on Earth Probe, the accuracy performance is within NPOESS
requirements below 475 DU which, as shown in Figure 1a, constitute most of the measurements within the atmosphere.
This analysis shows that current TOMS sensor-algorithm systems serve as a good basis for the development of OMPS.

In Figure 2b we show the results of combining our precision error estimates in Table 3 with the definitions of the global
ensemble of measurements to obtain the total precision performance of the Nimbus-7/TOMS system. A similar analysis
for Earth Probe TOMS indicated that the improved sensor performance of current TOMS systems (including improved
SNR) results in only small improvements in the total precision estimate.
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Figure 2a: Accuracy error analysis for the TOMS Figure 2b: Precision error analysis for the TOMS
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4, OMPS ENHANCEMENTS RELATED TO ACCURACY
4.1 Hyperspectral sensor

A comparison of the TOMS algorithm error curve with the EP total error curve in Figure 2a indicates that improvements
in the sensor directly lead to only small improvements in accuracy performance. Indirectly, however, sensor design
improvements do allow for major improvements in algorithm design and in calibration, leading to larger improvements
in accuracy performance.

For example, the hyperspectral design of the OMPS sensor means that the algorithm can select wavelengths to minimize
the effects of temperature, Raman scattering, and O,-O, absorption. Furthermore, the use of multiple triplets in a single
retrieval decreases the algorithm’s sensitivity to wavelength shift errors.

4.2 Use of external data

External information on ozone profile from the OMPS limb sensor and temperature profile data from the NPOESS-CrIS
system are used to correct for the errors in climatological profile shape introduced by using climatological ozone and
temperature profiles in the lookup tables. The corrections are made by incorporating the information in a Taylor series
expansion about the Version 7 ozone estimate, Q:

IN dN dN
N=Nj +(Q—Qo)d—+E(x—xO)lyr——+E(t—t0)]yr 5)
dQ yr dxjyy r dtryr
where

xg = Layer ozone amount from OMPS

tp, = Layer temperature amount from CrlS

x = Standard layer ozone used in OMPS N value table

t = Standard layer temperature amounts used OMPS N value table

4.3 Improved pressure table interpolation

The addition of higher pressure node points in the N value table prevents extrapolation off the end of the table that
results in ozone errors as large as 3% over mid-latitude high clouds (such as those found in thunderstorms) and as large
as 1% for low-latitude high clouds. A switch from linear to polynomial interpolation further reduces the error to 0.2%
for all pressure levels.

Table 4 provides the resulting error budget for the OMPS sensor with these improvements in place, while a plot of the
root-sum-squared error as a function of total ozone amount is shown in Figure 3a. The OMPS accuracy performance
meets the NPOESS threshold requirements.

5. OMPS ENHANCEMENTS RELATED TO PRECISION
5.1 Tropospheric ozone correction

The results shown in Table 3 indicate that, along with cloud top pressure, errors due to the uncertainty in tropospheric
ozone amount have the largest effect on the precision estimate. The use of the ozone profile from the OMPS limb
retrieval sensor-algorithm system allows us to incorporate an improved tropospheric residual technique (see Fishman et
al. [1996]) into the algorithm to determine a better estimate of the tropospheric ozone amount.



Table 4: Sources of accuracy errors, and values corresponding to the OMPS sensor-algorithm system

Source Error Ozone
error

Sensor
Wavelength independent albedo calibration 20% 0.28 %
Wavelength dependent albedo calibration 0.5% 0.02 %
Long-term wavelength independent albedo calibration | 0.15 % 3.5DU
Long-term wavelength dependent albedo calibration 0.25% 1.75 DU
Linearity 05% 3.5DU
Wavelength calibration accuracy 0.015nm | 0.36 %
On-orbit wavelength shift sensitivity 0.01 nm 0.24 %
Polarization sensitivity 5.0% 0.1%
Stray light (out-of-field) 1.0% 0.14 %
Stray light (out-of-band}) 1.0% 0.46 %
Algorithm
Rayleigh scattering coefficient 0.1% 0.1 %
Ozone absorption coefficients 1.0 % 1.0 %
Aerosol correction - 0.8 %
Ring effect correction - 0.2%
Cloud top pressure 30mbar | 0.76 %
Pressure table interpolation 02% 0.3 %
Ozone profile shape - 0.5%
Temperature 1K 0.5DU
Multiple scattering .- 02%

The tropospheric residual, X,.,, is defined as the difference between total column ozone amount estimated by the total
column system and stratospheric ozone amount determined by summing up the OMPS limb-retrieved profile down to the
tropopause,

Xyeg =Q— E Xlimb 6)

strat

where Zx,,mb is the sum of the limb ozone profile down to the tropopause. We call the difference between X, and the

strat

amount of tropospheric ozone in the standard profile chosen by the table look up, and that corresponds to €2, the

0

tropospheric excess, X,,,.

If the nadir-mapping sensor were 100% efficient in measuring ozone in the troposphere, the tropospheric excess would

be an accurate measure of the difference between the actual amount of tropospheric ozone and X ,‘lop, and the

tropospheric residual would be an accurate measure of the tropospheric ozone amount. Also, although the total ozone
retrieval would be based on the wrong profile shape, the retrieved total ozone amount would still be correct.

Since the sensor is not 100% efficient in measuring tropospheric ozone, however, the tropospheric excess is not equal to
the difference between actual and standard tropospheric ozone amounts. As a result, the tropospheric residual is not
equal to the tropospheric ozone amount, and the retrieved total column ozone amount is incorrect. If we correct the
tropospheric residual using an estimate of the measurement efficiency, &,,,,,, we then determine the correct difference
between the actual amount of tropospheric ozone and the amount in the chosen standard profile:



0
X, res — X, trop

Corrected tropospheric excess = 0]
gtrop
We then write:
0
Xype — X,
res tro,
Xtrop = —'_p"'Xg'op ®
itrop
where X,,,, is the actual amount of tropospheric ozone. We estimate the tropospheric efficiency as:
3 Slayer (xclimatology ~ Xstandard)
Y
trop
étrop = )]
b (xclimatology — Xstandard)
trop

where &,,.- represents the measurement efficiencies in each atmospheric layer in the troposphere, Xyundara is the amount
of ozone in a given tropospheric layer in the standard profile, and x jmaor0g, 15 the amount contained in a climatological
database. One should note that the efficiency estimate is weighted by the vertical distribution in ozone differences
between the climatology and the standard profiles and not on the total tropospheric ozone difference between the two.

The database consists of monthly tropospheric ozone amounts on a 1-degree longitude by 1-degree latitude grid. The
initial contents have been generated using ozone profile information obtained using the UK Universities Global
Atmosphere Modeling Program (UGAMP) ozone climatology (Li et al., 1995). This 4-dimensional (latitude, longitude,
altitude, time) climatology was developed using ozone profile information from balloonsonde measurements and
satellite measurements from SBUV, SBUV/2, MLS, and SAGE II. Total ozone information was obtained from TOMS
instruments. Once the OMPS system is in orbit, the database will be updated as the nadir-mapping sensor determines
more accurate tropospheric ozone values.

5.2 Use of external data from co-located sensors

Table 3 also indicates that errors in cloud top pressure result in precision errors for the TOMS sensors that are as large as
those due to incorrect tropospheric ozone. As in the case of accuracy, the OMPS algorithm will use co-located cloud to
pressure information from the NPOESS Visible Infrared Imager Radiometer Suite (VIIRS) system. As a result, cloud
pressure uncertainty will be reduced from 100 mbar to 50 mbar. Beside cloud pressure, the use of other co-located data
from other NPOESS sensors will reduce the uncertainty resulting from the use of climatologies in the TOMS system:

1)  Use of the co-located ozone profile from the limb retrieval system will reduce the uncertainty from
1.0% to 0.5%

2)  Use of temperature information from the NPOESS-CrIS system will reduce the uncertainty from 1% to
less than 0.3% in most cases.

5.3 Use of multiple triplet retrievals

To reduce the effects of sensor noise, the total algorithm retrieval process is performed for each sensor measurement
using 12 different sets of triplets. The cloud fraction is determined using 4 different ozone-insensitive wavelengths (364,
367, 372, and 377 nm). Then, each of these reflectivity wavelengths is matched to 3 different pairs of wavelengths that
form the wavelength triplets used to determine ozone. Similar to the 3 wavelength triplets used for the TOMS systems,
the choice of triplets depends on their ability to accurately measure ozone for the viewing conditions of the measurement
or, in other words, their ozone sensitivity.



From Beer’s Law we know that, for a given wavelength, A:
Iy =Fye~s@/® . NRy =[%) =e @B . ANR; =-aseHEAQ T:-agm (10)
A

The wavelength sensitivity (percent change in albedo per percent change in ozone) is therefore

ANR; ANRp
NR; _ NRP

4%

where p represents the wavelength pair. The quantity AasQ can therefore be used to assess the sensitivity of each ozone
triplet.

=—AosQ (11)

Table 5 shows AosQ as a function of the path length sQ for each of the wavelength pairs that are matched to the 4
reflectivity channels (the differential sensitivity is presented since the algorithm uses a pair of wavelengths matched to
the reflectivity wavelengths).

Table 5: Selection of the Multiple Triplets for OMPS is based on AasQ.

A Pairs sQ 075 100 125 150 175 2.00 250 3.00 350 4.00 5.00 6.00
308.5-321.0 196 261 326 392 457 522 653 783 914 1044 13.05 1566
310.5-321.0 139 1.8 232 278 324 371 463 556 648 7.41 926 1112
312.0-321.0 1.06 141 177 212 248 283 354 424 495 566 7.07 8.49
312.5-3210 092 123 154 185 216 246 308  3.70 431 4.93 6.16 7.39
314.0-321.0 079 - 1.05 131 157 183 209 262 314 366  4.19 5.23 6.28
318.0-336.0 062 083 104 124 145 166 207 249 290 3.32 415 4.97
315.0-321.0 054 072090 1.09 127 145 181 217 .2563. 290 3.62 434
320.0-329.0 044 059 073 088 103 117 147 176 205 235 2.93 3.52
3225-3320 033 043 054 065 076 .087 109 130 152 174 217 2.61
325.0-336.0 027 036 045 054 063 072 090 108 125 143 1.79 2.15
328.0-336.0 0.19 025 032 038 045 051 064 076 089 102 1.27 1.53
331.0-336.0 “0.11 014 018" 021 025 028 035 042 049 056 0.70 0.84

316.0-329.0 0.73 098 122 147 171 196 245 294 343 392 4.90 5.88
317.0-321.0 035 047 059 071082 094 118 141 164 1.88 2.35 2.82

The clear area in the table indicates which wavelength pairs have ozone sensitivity needed to accurately determine ozone
for each atmospheric condition. The path lengths across the top are the maxima for the corresponding bins. The use of
multiple triplets reduces the SNR-related error to less than 0.2%. As mentioned earlier, the use of multiple triplets also
reduces the effects of wavelength shifts.

A table of the resulting error budget with these improvements included for both the sensor and algorithm is shown in
Table 6, with a corresponding plot of the total precision error as a function of total column ozone shown Figure 3b. As



in the case of accuracy, the OMPS enhancements bring the precision performance to within the NPOESS requirements
everywhere.

Table 6: Sources of precision errors and values corresponding to OMPS sensor-algorithm system.

Saurce Total Column. Ozone Amoiint (DU)
50 125 . 175 225 275 325 375 425 4715 525 575 625
Radiance SNR 015 025 035 045 055 065 075 08 095 1.05 115 1.25
Solar calibration 015 025 035 045 055 065 075 08 095 1.05 115 1.25

Temp dependence 0.50 050 050 050 050 050 050 050 050 050 050 0.50
Cloud top pressure 028 047 066 078 096 143 131 148 166 199 218 237

Cloud fraction 023 038 053 068 083 098 113 128 143 158 1.73 1.88
Ozone profile shape 0.27 045 063 056 069 081 094 106 119 1.89 207 225
Aerosol correction 012 020 028 036 043 051 059 067 075 083 091 0.99
Tropospheric ozone 123 123 123 098 289 271 178 161 143 152 152 1.52
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Figure 3a: Accuracy error budget for the OMPS Figure 3b: Precision error budget for the OMPS
sensor-algorithm system. Solid line is OMPS sensor-algorithm system. Solid line is OMPS
predicted performance and dashed line is NPOESS predicted performance and dashed line is NPOESS
original threshold requirement. original threshold requirement.

6. VALIDATION

In order to validate our results, we performed two sets of simulations. In the first set, we compared the performance of
the TOMS Version 7 algorithm to the performance of the OMPS algorithm. In the second, we performed a set of Monte
Carlo simulations.

6.1 Comparison of TOMS and OMPS algorithms

To directly compare the performance of the TOMS and OMPS algorithms, we performed simulations using a set of
ozone and temperature profiles provided by Larry Flynn of the NPOESS Ozone Operational Algorithm Team. We
calculated normalized radiances for each of these of ozone and temperature profiles using our forward model radiative
transfer code and assuming:

1) A solar zenith angle corresponding to a 13:30 local equator crossing time and time of year defined for
each profile;
2)  Six different satellite zenith angles for each of the profiles;



3) Four different relative azimuth angles for each pair of profiles; and
4) A perfect sensor.

Figure 4a shows the result for these 2184 pairs of retrievals using both the TOMS and OMPS algorithms. These results
clearly indicate that the OMPS algorithm outperforms the heritage TOMS algorithm.

6.2 Monte Carlo simulations

To validate that the performance of the OMPS algorithm meets the NPOESS requirements, we performed a set of Monte
Carlo simulations. In one example, we added 10 DU in the troposphere to the 325 DU standard ozone and temperature
profile used to calculate N values in the OMPS table. We then ran a series of retrieval simulations using a solar zenith
angle of 40°, a satellite zenith angle of 50°, a relative azimuth angle of 90°, and for 4 different reflectivities (0%, 20%,
50%, and 100%). For this series of simulations a set of 2000 normalized radiances were calculated for each reflectivity
using our forward model radiative transfer code by randomly varying the following components of the retrieval error by
their 1-sigma values as shown in Table 7. The 1-sigma values correspond to the values given for the OMPS and other
NPOESS systems.

Table 7: 1-sigma values of error components

Error source 1-sigma value Origin of 1-sigma value
SNR 1000 OMPS sensor requirement
Cloud pressure 30 mbar VIIRS EDR uncertainty, h>7 km
Ozone profile 3 % of layervalue = OMPS profile requirement, 15-50 km

Temperature profile 1 K of layer value  CrlS EDR requirement for p > 30mb

The results for the 0% reflectivity retrievals, shown in Figure 4b, clearly indicate that the 1-sigma value is well within
the NPOESS precision requirement for this total ozone amount.

The 1-sigma values for all four reflectivities are shown in Table 8. Although the 1-sigma values are above the NPOESS
requirement for reflectivities above 50%, analysis using the Nimbus-7/TOMS data set indicate that such conditions only
occur 24% of the time. Furthermore, when the above 1-sigma values are applied to a global ensemble of measurements,
the overall OMPS algorithm performance falls well within the NPOESS requirements.

Table 8: 1-sigma values of error components. Precision requirement for 325 DU is 4.4 DU. With reflectivity weighted
according to a global ensemble basis, the predicted error is 3.2 DU.

Reflectivity 1-sigma value
0% 2.6 DU
20 % 3.4DU
50 % 4.7DU
100 % 5.3 DU

6. CONCLUSIONS

Our analysis of the TOMS total column sensor-algorithm system showed that its performance already provided a strong
baseline for the development of the OMPS total column system. By basing our design of the OMPS system in part on
the TOMS V7 algorithm, we were able to combine the best attributes of this heritage system with enhancements that

bring the performance of the next generation of total column systems within the stringent requirements required by the
NPOESS program.
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